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Introduction

Image Dense Captioning

Video Dense Captioning
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Captioning: definition

I Captioning: the task of generating text descriptions of
images/videos.
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Full-Image Captioning vs Dense-captioning I

I Full-Image Captioning: the task of generating a set of
descriptions of the whole image/video

I easier to collect annotations
I simpler input => simpler models
I create general descriptions
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Full-Image Captioning vs Dense-captioning II

I Dense-captioning: the task of generating a set of
descriptions across regions of an image/ concurrent events in
a video

I hard to annotate
I multiple instance models
I more detailed, complementary descriptions
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Introduction

Image Dense Captioning

Video Dense Captioning
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I Deep visual-semantic alignments for generating image
description - Karpathy and Li [2014]
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Overview

I goal:
I generate dense descriptions of images

I problems:
I the model should build represantions for both image and

language space
I lack of datasets for dense image captioning

I contributions:
I learn to infer the latent alignment between segments of

sentences and the region of the image that they describe
I create a multimodal RNN to generate dense captioning of an

image
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Align visual and language data I

I given: (full-image, sentences) pairs

I goal: generate relevant (visual regions, sentence snippets)
pairs

I motivation: descriptions written by people make frequent
references to certain locations in the image
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Approach

1. use RCNN + CNN for visual representation

2. use a bidirectional RNN to compute word representation

3. introduce a novel objective function

10 / 48



Image representation

1. detect objects using Regional Convolutional Neural
Network(RCNN) Girshick et al. [2013]

2. select top 19 detected locations
3. for each detected bounding box compute the representation:

v = Wm[CNNθc (Ib)] +bm (1)

I Ib - pixels inside each bounding box

I CNNθc - 4096-dimensional activations
of the FC immediatly before the
classifier of a CNN

I Wm - embedding matrix 1600 x 4096
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Sentence representation
I solutions:

I no context: project every individual word into an embedding
I small context: word bigram, dependency tree relations
I full context: compute representation using a Bidirectional

Recurrent Neural Network (BRNN)

xt = Ww1t −−−−−−−−−−−−−−−→ word2vec(fix)

et = f (Wext +be) −−−−−−−−−−→ embedding

ht
f = f (etWf ht−1

f +bf ) −−−−−→ forward pass

hbt = f (et +Wbh
b
t+1 +bb) −−−−→ backward pass

st = f (Wd(f ft +hbt ) +bd) −−−−→ sentence representation
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Alignment model

I remember: no region-word annotation, the supervision is at
the level of image-sentences

I solution: formulate an image-sentence score as a function of
region-word score
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Alignment model

I How similar are ith region and tth word?

vi
T st

I How similar are kth image and lth sentence?

Skl = ∑
t∈gl

∑
i∈gk

max(0,vi
T st)

gk - set of image

fragments

gl - set of sentence

words

Skl = ∑
t∈gl

max
i∈gk

(0,vi
T st)
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Alignment loss

I assume that (image k, sentence k) is a good match
I Loss to optimize:

C (θ) = ∑
k

[∑
l

max(0,Skl −Skk + 1) +∑
l

max(0,Slk −Skk + 1)]

(2)
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From words to text-segment

I problems:
I each word are assigned independently to a region
I there are words that has no correspondence in image

(stopwords)
I naturally, continuous sequences of words are more likely allign

to a single bounding box. Not in our case.

I solution: formulate an energy function that encourage
neighbouring words to be aligned to the same region

E (a) = ∑
j=1..N

vaj
T sj + ∑

j=1..N−1
β1[aj = aj+1]

a∗ = argmaxE (a)

aj - bounding box aligned to j th word
β - controls the affinity towards longer phrases

I goal: given vi and st (previous optimization), find best
alignments a that maximize the energy - dynamic
programming
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Results

I the similarity measure Skl = ∑
t∈gl

max
i∈gk

(0,vi
T st) encourage

discriminative entitites and discriminative words to have
higher magnitudes
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Results

I task: Image-Sentence ranking experiments

I experiment: given a query, sort based on Skl
I metrics:

I R@K - fraction of times a correct item was found in top K
I Med r - median rank of the closest ground truth in the list
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Generate description I

I Two kind of description:

I full-image captioning: input = full image
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Generate description II

I dense captioning: input = regions from previous model
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Model

I standard architecture: CNN + RNN

bv = Whi [CNNθc (I )]
ht = f (Whxxt +Whhht−1 +bh +1(t = 1)◦bv )
yt = softmax(Wohht +bo)
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Results

I task: Generate sentence from full image

I experiment: Given one image, generate sentence

I metrics: BLEU, METEOR, CIDEr
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Results
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Results

I task: Generate snippets of text from regions of image

I experiment: Given one image, generate (regions, snippets)
basen on alignments model, than generate captioning for each
one

I Create a new dataset from AMT only for test time
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Results

24 / 48



Introduction

Image Dense Captioning

Video Dense Captioning
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I Weakly Supervised Dense Video Captioning - Shen et al.
[2017]
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Overview

I goal: generate dense captioning for video
I problems:

I no dense annotation for video-sequence corespondence
I no explicit segmentation of video into sequences

I contributions:
I novel dense video captioning approach
I firs dense video captioning model with only video-level

sentence annotation
I create diverse captioning
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Approach

I visual sub-model - Lexical FCN

I discover region-sequence - submodular maximization

I language sub-model - sequence-to-sequence
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Lexical FCN Model

I learn good representation of each regions

I map frame regions to lexical labels
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Lexical FCN Model

1. build a lexical vocabulary from training set

2. create a FCN model trained on ImageNet.
I VGG-16 re-cast FC to Conv => 4x4x4096
I Resnet-50 delete final softmax layer => 4x4x2048

=> 16 regions per frame, each having 4096/2048 chanels

3. sample frames, resize to 320 pixels and fine-tune using MIML
loss
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MIML loss

I L(X,y;θ) = 1
N ∑

N
i=1[yi log p̂i + (1−yi ) log(1− p̂i )]

I pwij = σ(wwxij +bw )

p̂wi = 1− ∏
xij∈Xi

(1−pwij )

pw = maxi p
w
i N - number of frames

θ - parameters
Xi - i th frame
xij - last layer of FCN
yi - words from sentence
p̂wi - probability of w word in frame i
pwij - probability vector of w word in region j of frame i
pw - probability of w word in region-sequence
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Discover region-sequence

I region-sequence: a sequence of regions, one from each
frame (16nr frames sequences)

I a sequence At is described by f = [finf , fdiv , fcoh]T , where:

I finf measures the informativeness of the sequence
finf (xv ,At) = ∑

w

(pw );

pw = max
i∈At

pwi

I fcoh ensures the temporal coherence. we select regions with
the smallest changes temporally

fcoh = ∑
rs∈At−1

< xrt ,xrs >

I fdif measures the degree of difference between a candidate
and all the existing region-sequences

fdiv =
N

∑
i=1

∫
w
pwi log

pwi
qw

dw
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Discover region-sequence

I objective function to optimize:
R(xv ,A) = wT

v f (xv ,A)
A∗ = arg maxA∈Sv R(xv ,A)

I There are 2 unknown elements:
I parameter wv

I ground truth (region, sequence) pair
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Discover region-sequence

I Q: How to find best A, given wv?

A: Greedy
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CELF optimization method

I Define marginal gain:
L(wv ; r) = R(At−1∪{r})−R(At−1)

I CELF greedy algorithm:

1. A0 = /0
t = 1

2. rt = arg maxr∈St L(wv ; r)
At = At−1∪{r}
t = t + 1

3. repeat step 2 until the end of the video
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Submodular maximization

I Def: Given a function f and arbitrary sets A⊆ B ⊆ Sv \ r f is
submodular if it satisfies:

f (A∪{r})− f (A)≥ f (B ∪{r})− f (B)

I [finf , fdiv , fcoh]T is a submodular function

I Submodular functions have many properties desirable for
optimization

I A greedy algorithm yields a good aproximation of maximum
solution (CELF - cost-effective lazy forward-selection method)
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WTA

I Q: How to find best region from a set that match sentence s?

I A: WTA algorithm

I WTA algorithm:

1. extract words from sentence
2. compute probability of each word in each region-sequence:

pwi = maxj p
w
ij , where pwij is the output of FCN

3. threshold pwi with θ

4. compute matching score: fi = ∑w∈V pwi
5. i∗ = arg maxi fi
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Optimize wv

I Q: How to find best wv , given N pairs (region, sentence)

I A: minwv≥0
1
N ∑

N
i=1 maxr∈ri Li (wv ; r) + λ

2 ‖wv‖2
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Discover region-sequence

I But we do not know either wv or ground truth pairs

I Use alternative optimization:

1. initialize wv = 1
2. using wv generate a sequences with submodular maximization
3. associate sentences to sequences using WTA
4. using pairs from step 3, optimize wv

5. repeat step 2-4 until wv converge
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Language model

I use sequence-to-sequence model S2VT to generate language:
I encoder: bi-directional LSTM
I decoder: LSTM
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Results
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Results

I diversity measure: Ddiv = 1
N ∑s i ,s j∈S;i 6=j(1−< si ,sj >)

I LSA representation
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Results
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Results
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Questions?
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